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Potential energy functions (PEFs) parametrized to bulk data are shown to perform poorly for small aluminum
nanoparticles and clusters. In contrast, PEFs parametrized to a limited set of cluster and bulk data, but no
nanoparticle data, perform well for nanoparticles. This validates a practical scheme for developing PEFs for
nanoscale systems. Building on these findings, we optimized five PEFs by minimizing the error in the fit
over a broad data set. Two of these PEFs have errors of less than or equal to 0.08 eV/atom for each of three
categories of system sizes, i.e., for small clusters, for nanoparticles, and for bulk potential energies.

I. Introduction

Analytic representations of the forces governing nuclear
motion (obtained as gradients of potential energy functions or
PEFs) are much more affordable in simulations than direct
electronic structure calculations of these forces, and analytic
PEFs are especially practical for modeling nanoscale and bulk
dynamics atomistically when one needs to adequately sample
the initial conditions of the system or simulate long time scales.
The increased efficiency is obtained at the cost of pre-validating
the scheme for obtaining the analytic PEF.

PEFs may be validated by comparing the results of a
simulation with some set of experimental results, but this
approach is problematic for nanoparticles where experimental
data is only recently becoming available (however rapidly) and
where uncertainties in the experimental situation are precisely
the questions for which atomistic simulations are hoped to
provide insight. It is therefore often the case that analytic PEFs
are parametrized against experimental data for the bulk, even
when their eventual use is to model nanoscale or smaller
systems. Because small clusters and nanoparticles have proper-
ties that are sometimes very different from those of bulk systems,
this approach may not be reliable. Another difficulty with
parametrization against experimental observations is that one
cannot be certain that a PEF validated against one or more
available experimental properties will be accurate for predicting
a different property.

Alternatively, PEFs may be parametrized by fitting to the
results of some set of higher-level theoretical calculations of
the PEF itself. Nanoscale materials, however, are “large” from
the point of view of high-level electronic structure calculations,
limiting both the accuracy of individual calculations and also
the number of geometries for which results may be obtained.
The number of energetically accessible configurations in nano-
particles increases rapidly with system size (especially for high-
temperature and nonequilibrium nanomaterials), making a
comprehensive exploration of low-energy configurations with
high-level methods difficult. PEFs obtained by fitting to a limited
set of geometries may not be suitable for simulations involving
geometries qualitatively different from those included in the data
set.

The choice of functional forms for PEFs is an important
consideration that can have a large effect on the success or
failure of the parametrization. The “molecular mechanics”
potentials based on valence stretches, bends, and torsions, van
der Waals potentials, and Coulomb interactions between partial
charges, that have been very successful in organic chemistry,1-7

are not directly applicable to systems containing metals8 with
their variable valences and coordination numbers as high as
twelve. The embedded atom9 form, whichswith minor revisionss
goes under a variety of names (such as glue,10,11 Finnis-
Sinclair,12 the second-moment approximation to tight bind-
ing,13,14 and Sutton-Chen15), was found to be very successful
for aluminum clusters16 and will play a central role in the present
article. Because the embedded atom form can be derived17 by
a second moment approximation to tight-binding molecular
orbital theory, it is well justified theoretically for clusters and
nanoparticles, as well as for bulk metals, for which it was
originally intended. We will also consider several other func-
tional forms, including pairwise, three-body, and many-body
functional forms.

We have previously developed and systematically tested
several analytic PEFs for subnano aluminum clusters.16 The
PEFs were tested using a data set16,18of ∼200 aluminum cluster
energies for AlN, whereN ) 2, 3, 4, 7, and 13, computed with
the PBE0 hybrid density functional19-21 and the MG3 basis
set22,23as well as to the experimental face centered cubic (FCC)
bulk cohesive energy24 and lattice constant25 (adjusted to remove
finite temperature and zero-point energy effects18,26). Nineteen
analytic PEFs that were parametrized for pure aluminum were
obtained from the literature and tested,16 and the most accurate
of these PEFs was shown to have a mean unsigned errorεc

over the cluster energies in the data set of∼0.12 eV/atom
whereas the average value ofεc for all 19 potentials was 1.7
eV/atom. Many of these PEFs were parametrized using only
bulk data, and the PEFs from the literature that have errors in
the FCC bulk cohesive energy of less than 0.1 eV/atom have
an averageεc of 0.8 eV/atom, which is too large for reliable
simulations. We also reparametrized the literature PEFs and
parametrized several newly proposed PEFs using the cluster data
set.16 Although the goal of that work was to develop PEFs for
small clusters (up to Al13), we also included the FCC bulk
cohesive energy and lattice constant as fitting data. We tested* Corresponding author. E-mail: truhlar@umn.edu.
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the ability of a total of 32 functional forms to fit the cluster
and bulk data, and the best of the resulting reparametrized PEFs
had εc ≈ 0.05 eV/atom and even smaller errors for the FCC
bulk cohesive energy.

In this work, we present an expanded data set that includes
nanoparticle structures up to Al177, and we test the effectiveness
of the fitting strategy presented above for predicting nanoparticle
energies on the basis of interpolating between small clusters
and the bulk. Finally, a set of multidomain PEFs, i.e., PEFs
capable of accurately modeling small clusters, nanoparticles,
and bulk aluminum, is presented.

II. Nanoparticle Data Set

The nanoparticle data set includes the cluster data discussed
above, as presented previously.16,18That data set is augmented
with 347 additional Al3 geometries consisting of bond angle
curves where two of the atom-atom distancesR1 and R2 are
fixed and the interior bond angle is varied from 15 to 175° in
10° intervals; twenty-one curves are included with the values
R1 e R2 ) 2.0, 2.3, 2.51, 2.86, 3.5, and 5.0 Å. Twenty additional
Al4 geometries are included that correspond to torsions away
from the minimum-energy Al4 geometry (a rhombus with the
four perimeter atom-atom distances equal to 2.55 Å), as well
as torsions of a trapezoid constructed using the same atom-
atom distance for the three smallest atom-atom distances.
Several Al13 geometries are included: the optimized FCC,
hexagonal close packed (HCP), and icosahedral structures, a
Jahn-Teller distorted icosahedral cluster, a geometry formed
by making a 30° twist to 1/2 of the FCC structure (corresponding
to a geometry intermediate along an FCC/HCP transition), FCC
and HCP structures formed using the 298 K lattice spacings,
and thirty disordered Al13 clusters including some geometries
with over-coordinated atoms (i.e., atoms with more than twelve
close neighbors). Also included are ten disordered Al19 clusters,
two disordered Al43 clusters, and optimized geometries for Al14

to Al25.
To generate nanoparticle geometries for the data set, we

consider quasispherical clusters (QSCs), which are defined as
follows. An FCC, HCP, body-centered cubic (BCC), or simple
cubic (SC) crystal is generated by surrounding a central atom
using some lattice parameter (or, for the HCP crystal, set of
lattice parameters). The distance from the central atom to some
other atom in the clusteri is denotedRi, and due to the regular
nature of the crystals the set ofRi consists of a much smaller
set of unique valuesSm. Themth QSC for each type of crystal
is defined as containing all of the atoms withRi e Sm. Series
of QSCs using the 298 K lattice spacings are included in the
data set for FCC (N ) 19-177), HCP (N ) 19-135), and BCC
(N ) 15-133) crystals, whereN is the number of atoms in the
QSC. Several FCC QSCs were optimized and included in the
data set. Similar series were calculated for clusters with the
central atom removed, i.e., with an interior vacancy. Also
included are QSCs with geometries where the lattice constants
are varied around their minimum-energy values. Equilibrium
lattice constants for the HCP, BCC, and SC structures were
taken from the PBE19 density functional theory calculations of
Jaffe et al.27

In summary, a total of 601 new geometries are included, and
127 of the new geometries haveN g 20. A quasispherical FCC
cluster AlN with N ) 19 has a diameter of∼1 nm, and we
define particles withN ) 2-19 as clusters, and those withN
) 20-177 as (small) nanoparticles. FCC quasispherical clusters
with N ) 13, 55, and 177 have approximate diameters of 0.85,
1.4, and 2.0 nm, respectively, and these cluster sizes correspond
to complete first, second, and third shells around a central atom.

The PBE0/MG3 method19-23 was used to compute energies
for N e 13, and the recently developed28 effective core method
PBE0/MEC was used forN > 13. The PBE0/MG3 method was
validated18 against more accurate calculations forN ) 2-7 and
was shown to be accurate to∼0.01 eV/atom. The PBE0/MEC
method was shown28 to agree well with all-electron PBE0/MG3
results forN ) 2-13 with an average unsigned deviation of
0.02 eV/atom. Calculations were carried out using the GAUSS-
IAN0329 and NWChem30 programs.

For the purposes of evaluating the analytic PEFs, the data
set is divided into eleven groups based on cluster size. The
groups contain particles with sizesN ) 2, 3, 4, 7, 9-13, 14-
19, 20-43, 50-55, 56-79, 80-87, and 89-177, respectively,
and are labeled by their average particle sizeMh , whereMh ) 2,
3, 4, 7, 13, 18, 33, 53, 71, 86, and 124, respectively. The number
of data points in each group is 44, 402, 79, 42, 72, 42, 46, 23,
27, 15, and 16.

In performing fits and computing errors, we use a set of
weightswi that weight particles with compressed atom-atom
distances (and therefore with high energies) less than geometries
that are more energetically favorable:

whereRi is the smallest atom-atom distance in the cluster, and
V2 is the energy of the diatomic two-body interaction energy
relative to the energy of two separated atoms. The set of
geometries whereRi > Rnc defines a subset with no close
contacts, and each geometry in this subset is given full weight.
We choseRnc such thatV2(Rnc) ) -V2(Re) ) 1.55 eV, where
Re is the equilibrium distance of Al2. ThusRnc ) 1.82 Å. The
smallest value ofRi in the data set is 0.91 Å, and the particle
with thisRi has a weight of 0.008. Of the 808 geometries in the
data set, 761 havewi ) 1, and 27 have 0.01e wi < 1.

For each PEF, the following errors are computed. The
accurate energy and the energy predicted by the PEF for each
geometryi are labeledEi and Fi, respectively. The unsigned
error per atom for any data point is

whereNi is the number of atoms in geometryi. The error per
atom in the energy difference of any pair of geometries is

for Ni ) Nj, and∆∆Eij is not defined forNi * Nj. The mean
unsigned error (MUE) per atom for each groupMh is defined
by

wherewi is a weight,〈‚‚‚〉ij
(Mh ) denotes an average over all pairs

of particles with the same number of atoms in groupMh , and
〈‚‚‚〉i

(Mh ) denotes an average of all particles in groupMh .
We also consider the performance of the various PEFs for

bulk FCC, HCP, and BCC crystals. Accurate FCC lattice
constants, bulk moduli, and cohesive energies were taken from
experiment,18,24-26 and for the HCP and BCC crystals, bulk data
were obtained from the PBE density functional theory calcula-
tions of Jaffe et al.,27 with the HCP and BCC cohesive energies
scaled by the ratio of the experimental and calculated FCC
cohesive energies. These data were used along with the

wi ) {1 for Ri g Rnc

V2(Rnc)/V2(Ri) for Ri < Rnc
(1)

∆Ei ) |Ei - Fi|/Ni (2)

∆∆Eij ) |(Ei - Ej) - (Fi - Fj)|/Ni (3)

εM )
〈wi∆Ei〉i

(Mh )

〈wi〉i
(Mh )

+
〈wiwj∆∆Eij〉ij

(Mh )

〈wiwj〉ij
(Mh )

(4)
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Murnaghan-Birch equation of state31,32to approximate the FCC,
HCP, and BCC bulk potential energies per atom at atomic
volumes of 13, 15, and 18 Å3 as well as at the atomic volumes
corresponding to the experimental (for FCC) or calculated (for
HCP and BCC) minimum-energy volume for each crystal (16.3,
16.8, and 17.0 Å3 for FCC, HCP, and BCC, respectively). We
define the mean unsigned errorεbulk of bulk binding energies
as the average of the unsigned errors (per atom) with respect to
these twelve data. Note that the bulk energies defined are relative
to isolated atoms, and the minimum bulk potential energy for
each crystal corresponds to the zero-point exclusive cohesive
energy for that crystal. Several of the PEFs considered in this
article were originally fit33-40 using the experimental FCC
cohesive energy, and we denote the error in the bulk FCC energy
evaluated at the experimental atomic volume byεFCC. The
energy differences between the bulk phases is relatively small;
the PBE96-GGA calculations predict the FCC-HCP and FCC-
BCC energy differences to be∼0.05 and∼0.10 eV, respectively.

III. Results

Several analytic PEFs from our previous study1 and elsewhere
in the literature were tested using the nanoparticle data set
discussed above. Of the PEFs that were collected and described
in ref 16 but originally parametrized elsewhere, nine have errors
in the FCC bulk cohesive energyεFCC of ∼0.1 eV or less. These
include: seven embedded-atom PEFs (which we label by their
authors’ names, i.e., Gol,33 SutC,15 MeiD,34 StrM,35 BetH,36

MisFMP,37 and PapCEP38), one pairwise additive PEF (deSPH/
M39), and one PEF that may be written as the sum of two-body
and three-body interactions (CoxJM40). Some cluster data
(specifically, data for Al6) was included in the parametrization39

of the deSPH/M PEF, but otherwise only bulk data was used
to fit these nine PEFs.

Errors were computed using eq 4 for these nine PEFs and
are plotted in Figure 1, along withεFCC andεbulk. Though most
of the PEFs in Figure 1 were fit to experimental FCC data,

most of them haveεbulk values (which include HCP and BCC
data) that are similar in magnitude to theirεFCCvalues. However,
the deSPH/M PEF does poorly for the HCP and BCC bulk
systems, and only the MisFMP PEF predicts the correct ordering
of the crystal phases. For most PEFs, the values ofεM for Mh )
53-124 (i.e., for particles larger than Al43) are typically
comparable with the error in the FCC bulk cohesive energy.
The Gol PEF19 has one of the largest values ofεFCC (0.10 eV)
of the PEFs plotted in Figure 1, but the error per atom does not
increase dramatically for nanoparticles and clusters; the maxi-
mum error for any one of the data groups for this PEF is 0.16
eV per atom. For the remaining embedded-atom PEFs, the error
increases more significantly forMh ) 2-33 (by as much as
factors of 6-20). For the CoxJM PEF, the error forMh ) 71-
124 increases somewhat (by∼0.15 eV per atom) compared to
the error in the bulk but remains fairly constant over those
groups. The error again increases dramatically for smaller
clusters, and for this PEF the break occurs toward slightly larger
clusters (around Al55). The deSPH/M pairwise additive PEF
has an error that is fairly constant over the data set, but its
magnitude is much larger than the error in the bulk FCC
cohesive energy even for the biggest nanoparticles in the data
set.

The overall trend in the data in Figure 1 demonstrates that
PEFs fit mainly to bulk data perform poorly for clusters and
nanoparticles smaller than approximately Al55. Al55 is the
smallest FCC QSC with two complete atomic shells, and only
∼25% of the atoms in an Al55 FCC QSC are coordinated to
twelve atoms (the bulk coordination number for Al). It is
therefore interesting to note that the filling of the second shell
seems to serve as a delimiter between the bulklike and
nonbulklike regimes.

As discussed above, we have previously16 parametrized
several PEFs to a data set consisting of cluster energies for AlN,
N ) 2-13, and only two pieces of bulk data (the FCC cohesive
energy and lattice constant); the bulk data were given a weight
of 20% that of the cluster data. We will refer to this as the
cluster data set and to PEFs parametrized in this way as “cluster-
parametrized” PEFs.

In Figure 2, errors are plotted for the cluster-parametrized
PEFs with the same functional forms presented in Figure 1. No
bulk HCP and BCC data were used in these parametrizations,
and, as stated in the previous paragraph, bulk FCC data were
given a small weight; therefore,εFCC and εbulk occasionally
increase slightly compared to the parametrization in Figure 1.
The overall error in the only pairwise additive PEF considered
(deSPH/M) is not improved compared to its original bulk
parametrization. For the other functional forms, however, the
cluster-parametrized PEFs are much more accurate than the
PEFs parametrized only to bulk data, even for particle sizes
that were not included in the parametrization (i.e., for Al14 to
Al177, or equivalently forMh ) 18-124). This is true even when
the error for the bulk increases, as is the case for the StrM
functional form. The best cluster-parametrized PEFs have error
distributions that are similar to one another and that are fairly
constant over the various data groups. Compared to the errors
in Figure 1, the errors improve on average by factors of 5 and
2 for Mh ) 2-13 and 18-124, respectively. The absolute errors
for the best PEFs are less than∼0.1 eV per atom, which
provides our first key conclusion, namely thatPEFs that are
accurate for nanoparticle systems may be obtained by fitting
to a limited set of cluster and bulk data. Furthermore, this
strategy is shown to be successful for a variety of different
functional forms. Also shown in Figure 2 is the SCN PEF, which

Figure 1. MUEs per atomεM for each group of dataMh , εFCC, andεbulk

for several PEFs parametrized using mainly bulk data (refs 15 and 33-
40), where the label denotes the source of the functional form: Gol
(open circles), BetH (open triangles), PapCEP (open squares), SutC
(filled circles), MeiD (filled triangles), StrM (filled squares), MisFMP
(filled diamonds), deSPH/M (asterisks), CoxJM (pluses).
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was not previously fit mainly to bulk data and therefore is not
shown in Figure 1.

We now consider the four PEFs from Figure 2 that have
average values ofεM < 0.10 eV/atom, specifically the ones
based on the SCN, MeiD, MisFMP, and StrM functional forms.
We also consider the Gol functional form because it is widely
used and represents a simple version of the embedded-atom
formalism. The cluster-parametrized SCN, MeiD, and MisFMP
PEFs have average values ofεM of ∼0.06 eV/atom, and the
cluster-parametrized StrM and Gol PEFs have average values
of εM of ∼0.10 eV/atom. These PEFs are accurate for clusters,
nanoparticles, and the FCC bulk cohesive energy. However, they
perform poorly for the bulk HCP and BCC crystal structures,
which were not included in the cluster parametrizations, as
shown in Figure 3a,b for the cluster parametrized SCN and
MeiD PEFs, respectively.

We can further refine these five PEFs using the full
nanoparticle data set and using bulk FCC, HCP, and BCC
energies by minimizing the sum ofεbulk and the average value
of εM. Extra weight was given to the FCC cohesive energy.
The improved nanoparticle potentials are named NP-A, NP-B,
NP-C, NP-D, and NP-E, respectively, as indicated in Table 1.

The error distributions for these multidomain-size potentials are
shown in Figure 4, and the bulk potential energy curves for the
two best PEFs (NP-A and NP-B) are shown in Figure 3c,d,
respectively. The fitted values of the bulk properties along with
the MUEs for the cluster and nanoparticle data in the data set
are shown in Table 1. The NP potentials based on the MisFMP
and Gol functional forms do not reproduce the correct ordering
of bulk crystal types, and the remaining functional forms
underestimate the difference in the FCC and HCP cohesive
energies. The Gol functional form lacks the functionality to
reproduce the bulk FCC-HCP energy difference; the MisFMP
functional form is able to model this behavior,37 but not when
nanoparticle and cluster data are included in the fitting
procedure.

Our second key conclusion is thatwe can obtain functions
with good accuracy for nanoparticles that also predict accurate
cluster properties and the correct ordering of bulk phases. In
particular, we accomplish this with the MeiD and SCN
functional forms (i.e., the NP-A and NP-B PEFs), which
accurately reproduce the ordering of bulk crystal types, have
small errors over the cluster and nanoparticle data, and ac-

Figure 2. MUEs per atomεM for each group of dataMh , εFCC, andεbulk

for several PEFs parametrized using the cluster data set and FCC bulk
data (ref 16). The labels are the same as those used in Figure 1, and
the SCN PEF (x) is also shown. Note that the PapCEP, BetH, and Gol
PEFs have equivalent functional forms and are represented by a single
curve (open circles).

TABLE 1: Bulk Lattice Constants, Bulk Cohesive Energies, and Mean Unsigned Errors Per Atom (MUE) for Five PEFs
(Distances in Å; Energies in eV)

FCC HCPb BCC MUE

PEF func forma l.c. Ec l.c. Ec l.c. Ec l.c. Ec clusterc nanod

accuratee 4.02 3.43 2.87 3.39 3.24 3.33
NP-A SCNf (16) 4.01 3.43 2.84 3.42 3.22 3.34 0.02 0.01 0.06 0.03
NP-B MeiD (34) 4.03 3.43 2.86 3.41 3.27 3.35 0.02 0.02 0.08 0.04
NP-C StrM (35) 4.00 3.43 2.83 3.42 3.18 3.37 0.04 0.03 0.08 0.11
NP-D Gol (33) 4.01 3.43 2.84 3.43 3.19 3.41 0.03 0.04 0.12 0.05
NP-E MisFMP (37) 4.01 3.43 2.85 3.44 3.21 3.44 0.02 0.06 0.18 0.08

a The functional form is denoted by acronyms based on the names of the authors who obtained fits for pure Al. References are given in parentheses.
b The ideal HCP structure is used (i.e., the lattice constants are related byc/a ) x8/3), anda is tabulated.c MUE for clusters with 2-19 atoms.
d MUE for nanoparticles with 20-177 atoms.e Experimental data for the bulk FCC crystal; scaled PBE96-GGA data from ref 27 for the HCP and
BCC crystals.f This functional form was named ER2+ESCNa in ref 16.

Figure 3. Energies per atom for bulk FCC (x), HCP (circles), and
BCC (squares) crystals. Accurate energies are shown as thick solid
lines, and fitted energies are shown as thin lines for the (a) cluster
parametrized SCN, (b) cluster parametrized MeiD, (c) NP-A, and (d)
N-B PEFs.
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curately predict the bulk FCC energy and FCC, HCP, and BCC
lattice constants. Unfortunately, the HCP crystal is too strongly
bound (by 0.02-0.03 eV/atom) in both cases. Nevertheless these
two potentials both do very well. The NP-A potential based on
the SCN form is slightly more accurate, but the N-B potential
based on the MeiD form is much less expensive to evaluate in
simulations, and both are recommended.

IV. Concluding Remarks

We have presented a scheme for parametrizing analytic PEFs
for nanoparticle systems that uses a limited set of bulk data
and electronic structure calculations for small clusters. The
scheme was validated using pure aluminum systems but should
be applicable to other materials as well. Several different analytic
PEFs with various functional forms that were parametrized for
aluminum in this way were shown to accurately reproduce the
results of hybrid density functional theory calculations for
nanoparticles (1-2 nm) that were not included in the param-
etrization data set. Finally, we have obtained a set of five
universal PEFs whose parameters were optimized using the full
nanoparticle data set with geometries for AlN, N ) 2-177 and
bulk data for FCC, HCP, and BCC crystals. This study
represents the first example of analytic PEFs validated against
accurate calculations for metal nanoparticles, and it opens a new
window of modeling applications. All of the PEFs considered
here may be obtained as FORTRAN subroutines on the
Internet.41
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